
Towards the new Test Speci�cation and ImplementationLanguage 'TelCom TSL'Thomas Waltera and Jens GrabowskibaEidgen�ossische Technische Hochschule Z�urich, Institut f�ur Technische Informatik und Kommu-nikationsnetze, ETH Z�urich/Geb�aude ETZ, 8092 Z�urich, Schweiz, e-mail: walter@tik.ethz.chbUniversit�at Bern, Institut f�ur Informatik und angewandte Mathematik, Neubr�uckstrasse 10, 3012Bern, Schweiz, e-mail: grabowsk@iam.unibe.chAbstractThe development of multi-media and real-time applications requires the assessmentof new functional and non-functional properties by conformance tests. The Tree andTabular Combined Notation (TTCN) is not adequate for this purpose since test casescannot be speci�ed for most of the new requirements. For this reason, in 1994 westarted to develop TelCom TSL1, a new test speci�cation and implementation languagefor advanced telecommunications applications. TelCom TSL provides facilities for thespeci�cation of tests for non-functional properties like timing constraints, quality ofservice (QoS) aspects, or synchronization of multi-media data streams. In this paperwe describe the requirements for QoS testing and present some ideas for the design ofTelCom TSL.1 Introduction and MotivationFor the past decade research and developments in conformance testing and test speci�cationlanguages have been focussed on TTCN [13] and, but only recently, on concurrent TTCN[14]. TTCN is a test notation which is standardized for the purpose of conformance testing[11]. Conformance testing as understood by ISO and ITU-T is functional black-box test-ing of OSI protocol implementations, i.e., an implementation under test (IUT) is meant tobe a black box and its observable behavior is compared with the observable behavior ofa protocol speci�cation. Conformance testing is concerned with traditional protocols andprotocol implementations. These protocols and protocol implementations handle one datastream only and, to a limited extent, impose stringent timing constraints. With the upcom-ing deployment of multi-media applications, like video-conferencing, multi-media archivingand retrieval, or tele-teaching, not only functional properties of an implementation are tobe assessed during conformance testing but also non-functional properties, e.g., timing con-straints (as in real-time applications), quality-of-service (QoS) aspects, synchronization ofdi�erent data streams (audio, video, textual information), should also be taken into account.To close this gap, in 1994 the University of Berne and the ETH Z�urich started a co-operation with the goal to de�ne and implement TelCom TSL, a new telecommunicationstest speci�cation and implementation language. Our cooperation comprises the followingresearch tasks:1TelCom TSL is an abbreviation for 'TELeCOMunications Test Speci�cation and implementationLanguage'. 1



5.th GI/ITG meeting on 'Formal Description Techniques for Distributed Systems', June 1995 21. Requirements analysis: The requirements that are to be met by the new test casespeci�cation language will be analyzed.2. Language de�nition: The syntax and semantics of the language will be de�ned.3. Validation and simulation: Appropriate theories for the validation of test cases with re-spect to functional and non-functional properties will be de�ned (or adapted if existingapproaches are su�cient).4. Tools: We intend to provide tools supporting every activity in the test life cycle.5. Implementation: The test case implementation will be supported by a compiler andruntime libraries.TelCom TSL shall be general enough to be used for testing traditional protocols and newmulti-media applications. Currently we are working on the requirements analysis (Task 1)and the language de�nition (Task 2). In this paper we focus on requirements for QoS testingand present some ideas for the design of TelCom TSL.2 QoS semanticsQuality-of-Service (QoS) refers to a set of parameters that characterize a connection betweencommunication entities across a network. Typical QoS parameters are [2, 3]: throughput,delay, jitter (performance related parameters), or residual error rates, connection establish-ment failure probability (reliability related properties), or presentation coding and securityrequirements (miscellaneous properties).The negotiation of QoS parameters takes place between calling and called service usersand service provider. The QoS semantics de�ne the way how QoS parameter values arenegotiated and handled during a connection. We distinguish between best e�ort, guaranteed,compulsory, threshold, and mixed compulsory and threshold QoS values.� Best e�ort QoS values. In this scenario, the calling user requests QoS values thatare considered as suggested values, i.e., the service provider has the freedom of loweringthe requested QoS value. Similarly, the called service user may also further weakenthe QoS value. At the end of QoS negotiation all partners involved have the sameQoS values. But this does not imply that the service provider has any obligation fortaking preconditions in order to assure that the QoS is maintained for the lifetime ofthe connection. If the QoS becomes worse the service provider is not even expected toindicate this to the service users. Particularly, no monitoring of the negotiated QoSvalues is required.� Guaranteed QoS values. In this QoS semantics, the calling user requests a QoSvalue which is to be regarded as a minimal acceptable value. The service providerhas the possibility to strengthen the value or to reject the request if it cannot providethe degree of QoS requested. However, if the request is accepted and the connectionis established then the service provider has the obligation for maintaining the agreedQoS values for the lifetime of the connection. In order to achieve this guarantee the



5.th GI/ITG meeting on 'Formal Description Techniques for Distributed Systems', June 1995 3permanent availability of resources allocated to the connection is required. This mayimply that further connection requests are rejected since the newly requested QoSvalues may interfere with the QoS values of already established connections.One can think of levels of QoS support in between best-e�ort and guaranteed QoS. These arecompulsory and threshold QoS semantics [3, 4].� Compulsory QoS values. The value for a QoS parameter to be negotiated may onlybe strengthened by the service provider and the called service user. When the serviceprovider analyzes a request then the service provider may decide to reject the servicerequest since available network resources are not su�cient to satisfy the desired QoS.However, in the case that the connection is established the QoS of the connection hasto be monitored. If the service provider detects that the QoS is not longer provided asagreed during QoS negotiation, then the connection is aborted.� Threshold QoS values. The negotiation of a threshold QoS value follows the sameprocedure as for a compulsory QoS value. Particularly, any modi�cation to a QoSvalue is only allowed if it strengthen the QoS value. However, if the QoS value cannotbe supported by the service provider then the calling service user gets a feedback onthe weakening of the QoS value. Furthermore, whenever the service provider detects aviolation of the negotiated QoS value (by monitoring the QoS values of the connection)the service users are informed about this degradation of QoS but the connection is notaborted.� Mixed threshold and compulsory QoS values. A quite interesting possibilityis the combination of a compulsory and a threshold QoS value. In such a case, thethreshold QoS value must be stronger than the compulsory QoS value. If a connectionis established then the negotiated QoS value is greater than or equal to the thresholdQoS value. So, if during data transfer the monitored QoS value degrades then �rstthe threshold QoS value is violated which results in a feedback to the service usersthat QoS of the connections becomes worse and possibly a connection abort may beexperienced in the future.Guaranteed QoS implies the highest degree of commitment for a service provider of main-taining the QoS of a connection. Particularly, the service provider has to take any necessaryprecautions that under any conceivable circumstances the negotiated QoS values are sup-ported. For threshold and compulsory QoS the obligation of the service provider is to monitorthe QoS values and to inform the service users as soon as a violation of the negotiated QoSvalues is detected (threshold QoS values) or to abort the connection in the case that theQoS has become worse than the negotiated ones (compulsory QoS values).3 QoS testing issuesFrom the previous discussion we conclude that di�erent QoS semantics have di�erent impactsof QoS testing. We do not consider the negotiation of QoS values since negotiation ofQoS values is a functional property of a protocol speci�cation which can be tested usingmethods developed for OSI conformance testing [11]. Furthermore, we exclude best-e�ort
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trFigure 1: Throughput testing time constraintsQoS semantics from our consideration since no particular constraints on the behavior of aservice provider are imposed by this semantics. We argue that OSI conformance testingsu�ce in this case.A QoS testing issue is the problem of maintaining QoS values. Threshold, compulsory andguaranteed QoS semantics all require that a service provider, besides implementing the usualprotocol functions, is requested to implement additional functions for QoS maintenance, e.g.,a monitoring facility. QoS testing, to our understanding, refers to assessing the behavior of aprotocol implementation performing QoS monitoring functions. It is not necessary to controland observe the behavior of the monitoring component of an implementation directly, butimplicitly by triggering the QoS semantics de�ned behavior when varying the actual values ofQoS parameters. For instance, in case of a threshold QoS value a degradation of a negotiatedQoS value should eventually result in an indication of the service users by the service providerthat the negotiated QoS value is not further supported. Similar scenarios apply in all otherQoS semantics de�nitions. One can easily imagine that QoS testing imply stringent timingconstraints on the behavior of a test system.As an example we consider a compulsory QoS semantics for the QoS parameter through-put. We assume that we test a transport service provider. QoS parameter throughput isde�ned \as the ratio of the size of a submitted TSDU to the time elapsed until the occurrenceof the next T-DATA request on the same transport connection" [3]. From the negotiatedthroughput QoS value we can compute at what time interval T-DATA requests are expectedby the service provider (cf. Figure 1). So, delaying the third T-DATA request in a sequenceof T-DATA requests (t1, t1+tr, t1+2tr+delay) should cause aborting the transport con-nection. Since compulsory QoS semantics allows to do better than the negotiated value ofthe throughput QoS parameter, it should not cause problems sending to fast (at least fromthe testing point of view).QoS assessment is di�erent fromOSI conformance testing since non-functional properties,like performance properties as discussed in the above example, have to be addressed too.However, in this paper we do not develop a QoS testing methodology in the sense that wegive guidance for the speci�cation of QoS test cases. Our emphasis is on a support for thespeci�cation of test cases. Parts of such a support are a QoS testing architecture and a testspeci�cation language. These aspects are discussed in the following sections.



5.th GI/ITG meeting on 'Formal Description Techniques for Distributed Systems', June 1995 54 QoS Testing ArchitectureQoS testing extends protocol conformance testing approaches [12, 10] in several directions.1. We have to deal with distributed IUTs which are controlled by several test compo-nents running in parallel. Multiple closely related data streams (e.g. voice, video,audio, graphical animation) have to be controlled. In order to cope with the (possi-bly) diverse QoS requirements per data stream, several test components have to beactive concurrently. Furthermore, since some QoS parameters require synchronizationof di�erent data streams it becomes necessary that test components can communicatein order to synchronize their data streams they are handling.2. The control of certain performance properties during a test requires to make predictionsof the timing behavior of the di�erent test components, the underlying network, and thecommunication infrastructure supporting communication between test components.The OSI conformance testing methodology does not support the test of distributed IUTs. Itonly supports the de�nition of multi party testing architectures [11, 12], i.e., test architectureswith several test components running in parallel.TTCN, the test speci�cation language for OSI conformance testing [13, 14], does not dealwith timing constraints of test components, underlying network, or communication infras-tructure. To a limited extend TTCN timers can be used to specify some time constraints,but this does not su�ce in QoS testing. For testing performance related QoS parameters itis required to determine the exact times of reception of data packets and to correlate thesevalues with previously determined values.Figure 2 presents our ideas of a test architecture for QoS testing. The test architectureconsists of test components, an IUT, and a network facility. The test components access theIUT via service access points. IUT and network facility are connected via network interfaces.Test components and network facility communicate by using communication links.The test components are the active components in the architecture. They control thetest and drive the IUT according to the test speci�cation. The network facility provides anunderlying network service which is necessary for the IUT in order to provide its service to thetest components. The network facilitymight be a real network or just a network simulator. Inorder to drive the IUT into situations where QoS parameters cannot be guaranteed anymore,i.e., where the IUT should present a special behavior according to the QoS semantics, thetest components may in
uence the behavior of the network facility.The design of our QoS testing architecture has been motivated by the following designconsiderations:� QoS negotiation and QoS maintenance are activities that involve service users andservice provider.� QoS maintenance is performed by the service provider. It is the service provider whosebehavior in performing QoS maintenance functions is assessed during QoS testing.Therefore, in our case the IUT comprises all those entities which are in OSI terminologyreferred to as service provider.
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Communication LinksFigure 2: A testing architectue for QoS testing� Similar to other testing architectures [12, 10] we assume that an IUT may be a smallpart of a bigger software system. But unlike to existing conformance testing architec-tures we presuppose that the IUT is driven only via service access points. In our modelthe parts in which the IUT might be embedded is hidden in the network facility. Thenetwork facility abstracts from the network that supports the communication betweenparts of the IUT. The network facility should be con�gurable in the sense that variousparameters that determine the communication behavior of the network facility can becontrolled. This enables us to change tra�c characteristics like error rates or delays.5 On the design of TelCom TSLThe de�nition of TelCom TSL has been in
uenced by our work on the formal de�nitionof TTCN, concurrent TTCN [19, 20], QoS speci�cation and veri�cation [18, 17], and thespeci�cation and generation of TTCN test cases based on SDL and MSC [6, 7, 8, 9]. TelComTSL should meet two requirements.First, a test case speci�er should de�ne the functional behavior of a test case indepen-



5.th GI/ITG meeting on 'Formal Description Techniques for Distributed Systems', June 1995 7dently of any timing constraints that may apply. Referring back to the discussion of thethroughput QoS monitoring example (Section 3) the functional behavior of a possible testcase would de�ne the following behavior of test components, network facility and IUT: onetest component (Figure 2) generates a sequence of T-DATA request service primitives. TheT-DATA request service primitives are accepted and processed by the IUT which in turnhands over the processed T-DATA requests to the network facility. The network facilitymay transmit the T-DATA requests to a second entity of the IUT which eventually issues aT-DATA indication to a second test component.Second, the test case speci�er should be enabled to add timing requirements at any timein the test case design and validation process. For instance, the timing of T-DATA requestsis dependent on the QoS throughput value which was negotiated among service users andservice provider during connection establishment. The higher the throughput the shorter arethe time intervals between successive T-DATA requests. The throughput does not a�ect thefunctional description of the test case, but may impose additional constraints on the timingbehavior of network facility and test components.In order to cope with the �rst requirement TelCom TSL provides the means for thedescription of the functional behavior of test systems (Figure 2) except for the IUT andnetwork facility. The IUT is assumed to be a black box whose external behavior is visible only.The network facility is also assumed to be given. But unlike the IUT, the network facilityis under the control of a test operator. Particularly, the test operator has the possibility tochange the con�guration of the network facility with respect to QoS characteristics. TelComTSL structures a test system into a hierarchically ordered set of entities. We distinguish testcomponents, link processes and the test system itself.� Test components are active entities running in parallel. Test components have assigneda behavior speci�cation that describe their behavior during execution of a test case. Forthe above discussed example, the behavior speci�cation for the calling test componentconsists of a sequence of T-DATA requests with associated data parameter. The calledtest components behavior description simply consists of a sequence of correspondingT-DATA indications. Furthermore, calling test component and called test componentare prepared for receiving connection abort indications which are expected from theIUT when a violation of the QoS throughput value has been noticed.� To make the distribution of test components over real systems explicit, we have in-troduced test modules which combine all test components located on one site. Testcomponents located on the same system communicate synchronously.� Communication between test components on di�erent systems is supported by uni-directional link processes. Interaction between test components and link processesis synchronous. Link processes may also be used for the coordination among testcomponents and between test components and network facility. For instance, a linkprocess between calling and called test component can be used to inform the otherside that a next service primitive has been initiated. Link processes are an abstractionof the testing communication infrastructure and may include hardware and softwarecomponents.IUT and test components communicate through service access points. IUT and network fa-cility use network interfaces for communication purposes. The realization of these interfaces



5.th GI/ITG meeting on 'Formal Description Techniques for Distributed Systems', June 1995 8is not constraint by TelCom TSL. The only requirement imposed is that communicationamong IUT, test components, and network facility is not arbitrarily delayed but that thedelay is �xed and known. This constraint stems from the requirements that QoS testing im-poses stringent timing constraints and therefore a certain knowledge of the timing behaviorof system components is needed.The behavior of entities is de�ned in terms of labeled transition systems [16]. Sinceexecution of e.g., a T-DATA request on a real system requires a �nite amount of time,we dropped the assumption that actions are instantaneous \without consuming time" [1].Similarly, we assume that the delay introduced by link processes is �nite and known, i.e.,the time to transmit an amount of information between test components and the processingoverhead is predictable.In order to determine the timing behavior of a test system, the internal organization ofthe real system executing test components and link processes may also have to be considered.If a multiprocessor system supports the assignment of test processes and (if necessary) linkprocesses to processors, we can assume that these processes are executed in parallel. Theexecution of processes sharing the same processor is modeled by an arbitrary interleavingof actions of the processes involved. Based on the knowledge of the timing behavior of allcomponents of a test real system we are able to make predictions whether a given test casewith given timing constraints can be executed correctly on a speci�c system, i.e., whetherthe intended result can be achieved.As shown in Figure 1, a sequence of T-DATA requests that complies with the negotiatedQoS throughput value requires that the calling test component issues every tr time unitsa T-DATA request. Assuming that calling test component, IUT, and network facility areexecuted on one single processor system without additional load, a possible distribution ofprocessing time for performing the T-DATA request is shown in Figure 3 a). The time forperforming the exchange of information between calling test component and IUT is includedin the processing time of the calling test component. Similarly, the time for the interactionbetween IUT and network facility is included in the network facility processing time. Aslightly di�erent system architecture or a slightly changed load of the system may showanother test result. In Figure 3 b) it is assumed that the execution of the IUT and networkfacility is delayed so that the theoretically predicted time for the next T-DATA request ismissed.The internal organization of the test system architecture and the timing constraints oflink processes, interfaces and test components are to be seen as external parameters thatneed not be known while specifying the functional behavior of a test case for QoS testing.If actual values for these parameters are known (later in the test case design process) thenvalidation of the timing behavior of the test case against the QoS timing requirementsbecomes possible.6 ConclusionsQoS testing extents protocol conformance testing in several directions. Thus, a new QoStesting methodology is needed. We started to tackle this problem by presenting ideas for anew QoS testing architecture and TelCom TSL, a new test speci�cation and implementationlanguage for advanced telecommunications applications. Our test architecture is able to deal
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Figure 3: Throughput testing system elapsed timewith distributed IUTs and allows to control an underlying network facility with respect toQoS characteristics. The design ideas of TelCom TSL are in
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